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QUESTIONING THE IMPLIED AUTONOMY OF MACHINE STATE
IN PUTNAM’S COMPUTATIONAL HYPOTHESIS OF THE MIND

What appears as the main issue of debate between Putnam’s computational hypothesis and Searle’s
Chinese room experiment is whether or not machine state is sufficient to account for the nature of human
mental state. Putnam argues that the nature of machine states is synonymous to the nature of the mental
states. For him, it follows that an understanding of the nature of Machine states is adequate to under-
standing the nature of the mental states. Searle’s challenge against Putnam’s computational hypothesis is
anchored upon the popular Chinese Room Experiment. The experiment shows that it is possible to satisfy
Putnam’s requirements for having a particular mental state without actually having the mental states in
question, although Boden to the contrary. However, the debate is built upon an implied autonomy of
machine state. That is, it is assumed that machine state has an independent existence from the mental
state. Correspondingly, it is argued that for machine state to be used as an analogy in understanding the
nature of mental state, it must be autonomous to mental state. The question which is being engaged in
this paper is whether machine state is actually autonomous. For instance, how much can we understand
by using the nature of the (mechanical) state of a wrist watch to study the nature of the mental state of the
watch maker? The paper maintains that this autonomy of machine states from mental state is question-
able. This is because, (1) There is yet no self-created/programmed computer machine, (2) Machine state
is created or designed by human mental states and, (3) Only the nature of an autonomous entity could
sufficiently be used to study the nature of another autonomous entity. The paper further argues that if
an extreme position of the computational functionalism is maintained, then it raises more challenging
questions and leads to more complicated problems. The paper, therefore, concludes that the view that
intends to use the nature of machine state to study the nature of mental state is circular and the view that
equates machine state with mental state is trivial.

Key words: Chinese room, Computational Hypothesis, autonomy, Symbols and Codes, Computer
machine, Machine table.
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MyTHaMHbIH, ecenTey aKbIA TMNOTE3aCbIHAAFbI KYMOHA|
MallUMHAAAPAbIH ABTOHOMMUSICbI

MyTHamHbIH ecenTey runote3acbl MeH CUpAAIH KbiTal GeAMeciHAe KypridreH Taxipubeci
apacbiHAAFbl MiKipTaAACTaFbl OPTAAbIK, MOCEAE aAAMHbIH, MCUXMKAABIK, KYRiHIH TaburaTbiH TYCIHAIPY
YWiH MalUMHAABIK, KYA >KETKIAIKTI Me aAereH maceae. [NyTHam MalUMHaAbIK, KYMAEPAIH TabuFaThi
NCUXMKAABIK, KYHAEPAIH TabuFaTbiMeH CUHOHMMAEC AEer TY>KbIpbiIMAArAbl. OHbIH MiKipiHlle, ocblAaH
MauumHa KyiaepiHiH TaburaTbliH TYCIHY MNCUXMKAABIK KYMAEPAIH TabuFaTbiH TyCiHyre aAekBaTTbl
AereH KOopbITbIHABI WbIFasbl. CUpAAiH [TyTHaMHbIH, ecenTey runoTe3acbiHa KapcChl LbIFYbl TaHbIMaA
KbITAMAbIK, 6BOAME IKCMEPUMEHTIHE HerisaeAreH. JKCMepUMEHT KepceTkeHAer, [lyTHaMHbIH HaKTbl
NCUXMKAABIK, KYIre e GOAy TypaAbl TAaAQNTapbIH HAKTbl COA MCUXMKAABIK, KYMAEPCI3 KaHaraTTaHABIPY
MYMKiH, AereHMeH boaeH kepiciHLe TaAan eTeAi. AAaiAa, TaAKblAQy MalUMHA KYMiHIH aBTOHOMUSICbIHA
HEeri3AeAreH. SIFHM, MaluuMHa Kyii NMCUXMKAABIK, XKafaalAaH TayeAci3 emip cypeai aen 6oAxaHyAa.
TuiciHwe, NCUXMKaAbIK, KYHMAIH TaburaTbiH TYCIHYA€ aHAAOrMs PETiHAE MalUMHAAbIK, KYMAI KOAAAHY
YLUiH, OA MCUXMKAABIK, KYIre KaTbICTbl aBTOHOMAbI G0AYbI KEPEK AereH Mikip anTbliAaabl. Bya Makarasa
MaLLMHaHbIH, KY#i LbIH MBHIHAE aBTOHOMAbBI Ma A€reH Cypak, KapacTblpblAaAbl. MbICaAbl, KOA CaFaTbIHbIH,
(MEXaHMKaAbIK) KYMiHiH TabuFaTbiH CaFaT >KacayllblHbIH MCUXMKAABIK KyWiHiH TaburaTblH 3epTTey
apKbIAbl He TyCiHyre 60Aaabl? Ky>kaTTa MalMHAABIK, KYHAEPAIH MCUXUKAABIK, XXaFAQMAQH TOYEACI3AIri
KYM8H TYAbIPATbIHAbIFbI aiiTbiAFaH. Ce6ebi (1) e3airiHeH KypbiAfaH GafaapAaMaraHFaH KOMIbIOTEPAIK
MaLLMHa 9Ai XOK, (2) MalLMHaHbIH, KYAiH aAaMHBIH, NMCUXMKAABIK, KYMAEPI XacaiAbl HEMeCe CaAaAbl XKoHe
(3) 6backa aBTOHOMAbI KYPbIAbIMHbIH TaOWUFATbIH 3EPTTey YiliH aBTOHOMAbI KYPbIAbIMHbIH TabWFaTbIH
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FaHa XXEeTKIAIKTI ABpeXkeAe KaHaraTTaHAbIpaabl. MakaAaaa epi Kapan ecentey (PYHKUMOHAAM3MIHIH,
LIEKTEH TbIC MO3MUMSICbIH KAObIAAQY HEFYPAbIM KYPAEAI MBCEAEAEP TYAbIPbIMN, KYPAEAI MaceAeAaepre
SKEAIN COKTbIPaAbl A€M TY>XbIPbIMAAMAbI. COHbIMEH, aBTOP MCUMXMKAAbIK, KYMAIH TaburatbiH 3epTTey
YLWiH MaLUMHAABIK, KYRAIH TabUFaTbIH NManAaAaHyAbl KO3AEMTIH KO3Kapac aiHaAMa 60AbIN TabblAaAbl, aA
MalUMHaHbIH KYMiH NMCUXMKAADIK, >KaFAAMMEH TEHECTIPY K&3Kapachl TPUBMAAbAbI A€M TY>XKbIPbIMAAMAADI.

Ty#in cesaep: KbiTait GEAMECI, ecenTey rMnoTesacbl, aBTOHOMMS, LWIAPTTbl OEAriAep MeH KOATap,
KOMIMbIOTEPAIK MalIMHA, MALLUMHAABIK, YCTEA.

Puuapa Tane OerakuH

Yuusepcutet Obachemn ABoaoBo, Hurepus, r. Mae-Udpe,
e-mail: richyman2009@yahoo.com

CoMHMTeAbHasi aBTOHOMMU S MALLIMHBI
B BbIYMCAUTEABbHOM runoTtese padyma lNaTHama

[AaBHbIM BOMPOC B CMOPax MEXAY BbIYMCAUTEABHOM rnnoTe3oi [NaTtHama 1 akcnepumeHTom Crpaa
B KMTAMCKOM KOMHATe 3aKAIOUAETCS B TOM, AOCTAaTOYHO AWM MALLUMHHOTO COCTOSIHUS AAS OObSICHEHMS
NPUPOABI MCUXMUYECKOrO COCTOSIHMS 4YeAoBeka. [1aTHAM yTBep>KAaeT, UTO MPUPOAA  MALLUMHHbIX
COCTOSIHWI CUHOHMMUWYHA MPUPOAE MEHTAAbHBIX COCTOSIHMIA. [10 ero MHeHM1IO, U3 3TOr0 CAEAYET, UTO
NMOHMMaHWe NMPUPOAbI COCTOSIHUI MallMHbl aAEKBAaTHO MOHUMAHUIO MPUPOAbI MEHTAAbHbBIX COCTOSIHWIA.
BbizoB CvpAa NpoTHB BbIUMCAUTEABHOM rMMNOTe3bl [1aTHIMa OCHOBAH Ha MOMYASIPHOM 3KCMEepUMEHTe C
KMTANCKOM KOMHATOM. DKCMEePUMEHT MOKa3blBaeT, UTO MOXHO YAOBAETBOPUTL TpeboBaHus [aTHama
0 HaAWYMM OMPEAEAEHHOrO TMCUXMUYECKOrO COCTOSIHMS, (DAaKTUUYECKM He UMest 3TUX MCUXMYECKUX
cocTosiHui, xoTs boaeH yTBepxkaaeT obpatHoe. OAHAKO AMCKYCCMSI CTPOMUTCS Ha NOAPA3yMEBAEMON
ABTOHOMWM COCTOSIHUSI MallMHbl. To eCTb MpeAnoAaraeTcs, YTO MalUMHHOE COCTOSIHME CYLLeCTByeT
HEe3aBMCHMMO OT MEHTAAbHOrO COCTOSIHMS. COOTBETCTBEHHO, YTBEP>KAQETCS, UTO AAS MCMOAb30BaHMUS
MAaLUMHHOIO COCTOSIHMS B KayeCTBe aHAaAOTMM B MOHMMAHWUU MPUPOABI MCUXMUYECKOrO COCTOSIHMS
OHO AOAXHO ObiTb ABTOHOMHbIM MO OTHOLUEHMIO K MCUXMUYECKOMY COCTosiHMiO. B 3Toin craTbhe
paccMaTprBaeTcsl BOMPOC, AEACTBUTEABHO AW COCTOSIHME MalluHbl aBTOHOMHO. Hampumep, uto Mbl
MO>EM TMOHSTb, UCMOAb3YS MPUPOAY (MEXAHMUECKOr0) COCTOSIHMSI HAPYUHbIX YacoB, YTOObI M3yunTb
NMPUPOAY MCUXMYECKOTO COCTOSIHMS YacoBLUMKa? B AOKyMeHTe yTBEep)KAAETCsl, YTO 3Ta HE3aBUCUMOCTb
COCTOSIHWI1 MallUMHbl OT MCUXUMYECKOrO COCTOSIHMS COMHMTeAbHa. DTo noToMmy, uto (1) euwe He
CYLLEeCTBYeT CaMOCO3AAHHOM 3arMporpaMMMPOBaHHOM KOMIMbIOTEPHOM MallMHBbI, (2) COCTOSIHWE MalLMHbI
CO3A2eTCS AU KOHCTPYMPYETCS YEAOBEUYECKMMM MEHTAAbHBIMM COCTOSIHUSIMU, U (3) TOABKO MpUpoAA
ABTOHOMHOM CYLLHOCTM MOXET ObITb B AOCTAaTOUHOM CTEMNEHU UCMOAb30BaHa AAS M3YUEHUS MPUPOADI
APYroro aBTOHOMHOro o6pa3oBaHusi. B cTaTbe Aanee yTBEP>KAAETCS, UTO €CAM MPUAEPKUBATHLCS
KparHei Mo3uUMU BbIYUCAMTEABHOTO (PYHKLIMOHAAM3MA, TO BO3HMKAIOT GOAEe CAOXHbIe BOMPOChHI,
BEAYLLME K HOAEE CAOXKHbBIM NPo6Aemam. Takm 06pa3om, aBTOPOM AEAAETCS BbIBOA, YTO TOUKA 3PEHMS,
COrAAQCHO KOTOPOM HEOOXOAMMO MCMOAL30BATh MPUPOAY COCTOSIHWS MalUMHbI AASI M3YUYEHUS MPUPOADI
NMCUXMYECKOrO COCTOSIHMS, IBASIETCS KPYTOBOW, @ TOUKA 3PeHMsl, COTAQCHO KOTOPOM COCTOSIHME MaLLMHbI
NPUPaBHMBAETCS K NMCUXMUYECKOMY COCTOSIHUIO, TPMBMAABHA.

KAroueBble cA0OBa: KMTacKas KOMHATA, BbIYMCAUTEABHAS TUINOTE3a, aBTOHOMMS, CUMBOAbI M KOADI,
KOMMblIOTEPHAs MalllMHA, MaLLUMHHBIN CTOA.

Introduction

Putnam’s computational hypothesis of the mind
specifies that the nature of machine states could be
used to study the nature of the machine states. This is
exemplified in the analogy of Turing machine. The
hypothesis claims that at the fundamental level of
description, an appropriately programmed machine
is a mind. But, Searle challenged this position by
deploying his popular Chinese room experiment.
This experiment demonstrates that Putnam’s
hypothesis might be necessary about the nature of
mental states but not sufficient. The reason is that it is
possible to satisfy the requirement of the hypothesis
without having the mental states in question. This is

because while computation is syntactical cognition
is semantical.

However, Boden, challenged Searle’s submis-
sion against Putnam’s hypothesis. For Boden,
nothing differentiates the digital symbols and codes
from linguistic symbols and codes. For her, both
comprises synonymous characteristics. In that wise,
what is called meaning is arbitrarily conferred on
codes and symbols depending on circumstances
and or conventional needs. This leads to the claim,
contra Searle, that the nature of machine state is
sufficient to study the nature of the mental states.
Debate between Putnam and Searle is based upon
the question whether the nature of machine state is
sufficient to study the nature of mental states. It is
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Questioning the Implied Autonomy of Machine State in Putnam’s Computational Hypothesis of the Mind

argued in the paper that machine state could not be
used to study the mental state except the former is
autonomous to the latter. However, in the debate
between two scholars is an implied autonomy of
machine states. The paper questions this assumed
autonomy of the machine state and then raises an
issue on whether machine state is actually sufficient
in the study of the nature of mental states. The paper
argues that this assumption is faulty in the sense
that machine state is a product of mental states.
It then, becomes superfluous using the nature of
machine states to study the nature of mental states.
This is because, largely speaking, it is based on the
presumption of what is exactly at issue.

Putnam’s Hypothesis and Searle’s Chinese
Room Experiment

What Putnam’s hypothesis (Putnam, 1975:
429-440), argues is that the nature of mental state
is determined by its causal relations to stimulus
input, behavioural output, and corresponding mental
states, as specified by the Table of instruction. It is
argued that this process is computable by any Turing
Machine. This is characterized by the analogy of
Turing machine (Turing, 1950: 433-460, Boden,
1990: 40-46). The claim, therefore, is that whatever
is constitutive of the mental states is nothing over
and above and it is equivalent to the description
of the nature of the machine states. It then follows
that there is no significant different between the
nature of the mental states and machine states.
The hypothesis largely pushes the position that
machine state could be used to study mental state.
In fact, Putnam’s hypothesis suggests a synonymy
between the two. This then means that for Putnam,
syntax and semantics are, strictly speaking,
indistinguishable.

The Chinese Room Experiment (herein CRE)
is a direct attack on the claim that thought can be
representedasasetofcomputable symbolic functions.
Searle describes an hypothetical person (Searle-in
-the -room) who only speaks English language. He
is in a room with only Chinese symbols in baskets
and a rule book written in English for moving the
symbols around. The Searle —in —the room is then
ordered by some Chinese-out- of- the- room to
follow the instruction in the rule book in order to
send certain symbols out of the room when supplied
with certain Chinese symbols. Furthermore, the
Chinese speakers communicated with the Searle- in
—the- room via the Chinese symbols. The experiment
supposes again that Searle-in -the-room was able to
send correct Chinese symbols out, as answers, by
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following the instructions written in English. It did
appear that Searle-in -the-room understand Chinese
language. For Searle, the exercise on the juggling
of the Chinese symbols in the room consists of
pure syntactic process. Therefore, according to the
experiment, it would be absurd to claim that the
English speaker (Searle-in-the —room) understands
Chinese language simply based on these syntactic
processes.

Searle raises two main arguments from the
experiment. The first is that it is possible to satisfy
Putnam’s computational hypothesis and not having
the mental state in question. The Searle- in- the-
room only has the syntax of the Chinese symbols and
not the semantics, although he was able to produce
correct answers to the questions. The knowledge
of semantics of the language differentiates Searle-
in- the- room from native Chinese speakers. While
Searle- in- the- room has the syntax of the symbols,
he does not possess their semantics.

Searle argues that;

The limitation was corrected by computer
functionalism to the extent that it at least specified a
mechanism: the computer program that mediated the
causal relations between the external input stimuli and
the external output behavior. But the difficulty with that
theory is that the program is defined purely formally or
syntactically, and consequently does not, qua program,
carry the intrinsic mental or semantic contents that human
mental states actually have, (Searle, 2008: 60).

Searle seems to be making a prima-facie
distinction between machine state and mental state
here. This is arguing that the nature of the machine
states is syntactic. It only consists in specifying the
structural arrangements of the digital codes and
symbols used in the computation based on some
certain recursive rules or instructions. For him,
this structural process obviously lacks the intrinsic
meaning or semantic content of the codes and
symbols involved. Correspondingly, Searle argues
that this is what differentiates a human being from a
computer machine. Whereas a machine state consists
of syntactic process, mental states, in addition and
more importantly, consists of the semantic content
of the codes and symbols. The question of how
either the machine or the mind converts information
to digital or mental symbols and codes is raised by
Anderson (2013)

For instance, in the activity of number addition;
it is supposed that the machine does not have the
meaning or thought of or about the numbers. It is
incapable of independently conceptualizing numbers
in various ways or raising the perennial question
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about the possibility or otherwise of the ontology
of numbers beyond the way it is programmed. It
only adds in accordance to the appropriate table of
instruction. But, not only are the human beings able
to add these numbers, questions about the meaning
and ontology of these numbers are parts of such
mental phenomenon, again so itis supposed. Besides,
it is also opined by some biological naturalists that
there is something it is like to know that 2+2=4, This
refers to the subjective or phenomena experience.
It is argued that this is limited to organism with
electro-chemical organic properties which are
only found in animals. The main point, contrary to
Putnam’s assertion, is that syntax is not semantics,
(Searle, 2008: 68). It is argued that computational
hypothesis is purely syntactical while mental states
is both syntactical and semantic in nature. Machine
states, therefore, is insufficient to account for the
nature of mental states.

The second point is that computational hypothesis
only attempts to simulate cognitive and mental
capacities. But according to Searle, “simulation is not
duplication.” (Searle,2008: 68). Simulatingaparticular
phenomenon is like imitating the phenomenon.
Machine states hypothesis is simulating mental states
in the sense of artificially programming a system to
demonstrate human cognitive capacities. A calculator
is artificially programmed to demonstrate computer
machine’s arithmetic capabilities. This is done to
show that human arithmetical cognitive capabilities
are computationally or mechanically demonstrable.
However, the description of a calculating process in a
calculator is not synonymous to the human cognitive
ability in calculation.

It is clear from Searle’s argument that, in
this case, imitation cannot be the duplicate of the
original. There are however, some things which
might be successfully simulated or imitated. Indeed,
it is possible to simulate digestion, rain storms,
arithmetic abilities, and so on. Anything which is
capable of precise definition may be successfully
simulated. But, for Searle;

it is just as ridiculous to think that a system that had
a simulation of consciousness and other mental processes
thereby had the mental processes as it would be to think
that the simulation of digestion on a computer could
thereby actually digest beer and pizza, (Searle, 2008: 68).

The point is that it is implausible to think that the
simulation of a phenomenon or an event is the real
phenomenon or the event. For instance, it is faulty to
think that the accident which occurred in a movie is
actually real. The claim is that machine state is just

a simulation of the mental state and that it cannot be
the mental state. It is even apparent that a simulation
inherently distinguishes original from the imitation.
This is because, “to simulate” means there is something
original to simulate and must be different from its
imitation. It is impossible to simulate an inexistent
phenomenon. For Searle, the only means to arrive at
the mental states is to duplicate it and not to simulate.

You would have to duplicate, and not merely simulate,
the actual causal powers of human and animal brains. There
is no reason in principle to suppose that we would have to
have organic materials to do this, but whatever material we
use we have to duplicate the causal powers of actual brains,
(Searle, 2008: 62).

This means that for a system to duplicate mental
states, it must be such that it possesses the right sort
of properties with which to duplicate the causal
powers of the brain. The point which comes out of
this analysis is that for the nature of mental states
to be accurately and adequately accounted for, the
human organic system has to be duplicated. The
computational hypothesis fails, as an account of the
mental states, because it is just a simulation and not
a duplication of mental state. It should be noted the
issues here is mainly about the plausibility of using
the nature of the machine state to study the nature
of the human mental state. This is not a question
of the possibility or otherwise of human mental
states being programmed computational machines.
Whether or not this is the case is another critical and
metaphysical issue to be separately addressed.

Searle’s Distinction between Syntax and
Semantics

What is apparent in the CRE is that there appears
to be distinction between syntax and semantics. This
opinion is vividly shared by Ned Block. (Block, 1993:
819-831) Searle identifies this distinction as a major
challenge against computational hypothesis. One of
Searle’s, (Searle, 2008: 70) main arguments against
Putnam’s hypothesis is that computation is about
mere syntactical description. Syntactical description
is about the structural arrangements of the symbols,
codes, or sentences as specified in the machine table.
It is not about the semantic of the mental content.
Block’s summation of the issue might be instructive;

At the most basic computational level, computers are
symbol-crunchers and for this reason the computer model
of the mind is often described as the symbol manipulation
view of the mind, (Block, 1993: 828).
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Semantics deals with the question of meaning
of terms, concepts and sentences, and how this is
determined. However, a pressing semantic question
is; how is meaning determined? But, this is a question
about meaning which is only raised in semantics but
not by any digital automaton whose main concern
is only dealing with syntax. For computational
hypothesis to account for the mental states, it must
be able to account for the semantics of mental
terms, concepts, and sentences. For Searle; “The
program by itself is insufficient to constitute mental
states because of the distinction between syntax
and semantics”, (Searle, 2008: 70). It is notable,
according to Searle that, just as Searle-in-the- room,
all that is done in the computation is mere structuring,
arrangement and re-arrangement of digital codes
and symbols. These activities are constrained within
the principles of syntax. In support of this point,
Searle argued that syntactical knowledge does not
guarantee semantical knowledge. According to him;

The program by itself is insufficient to constitute

mental states because of the distinction between
syntax and semantics. And it is insufficient by itself to
cause mental states because the program is defined
independently of the physics of its implementation.
Any causal power the machine might have to cause
consciousness and intentionality would have to be a
consequence of the physical nature of the machine. But
the program qua program hasn’t got any physical nature.
It consists of a set of formal, syntactical processes that
can be implemented in the physics of various kinds of

machinery, (Searle, 2008: 70).

Searle’s point might be understood in two
distinct but correlated senses. First, computational
functionalism is inadequate as an account of the
nature of mental states because it is abstractly
formulated independent of the physical structure of
the implementing system. For him, for computational
hypothesis to sufficiently account for the nature of
mental states, the account must be in conjunction
with the account of the nature of the implementing
physical structure. In the case of Putnam’s machine
structure, the account of the nature of machine states
does not include the account of the implementing
physical structure. In fact, this problem is made
even complex by Milikan when he says “So long as
people assimilate studies of consciousness to studies
of phenomenal experience, they are side stepping
the real issues”, (Milikan, 2014: 13)

Second, the syntactical knowledge is distinct
from semantical knowledge and one does not
presuppose the other. Computational hypothesis is
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syntactical in nature and by this it consists of formal
processes which can only be implemented in the
physical structure of different kinds of machines.
Mental states, on the other hand, possess semantical
properties. The reason is that an adequate account of
the nature of mental states includes the account of
the physical structure of the implementing system.
This enables the system to generate mental states.
That is why whereas different and many physical
substrates could implement a particular logical or
computational function, in the strict sense, only
one electro-chemical organic system could realise
a particular mental state. This is the point Putnam
made by deploying computational plasticity,
(Putnam, 1988: xiv). Therefore, computational
hypothesis is not able to account for mental states. It
is too restrictive.

For instance, let us compare these two
statements of belief; (1) “Ade loves his parents”,
and (2) “Blgars grears his gerondo.” In matters
of structure, there may be no controversy that the
two statements are syntactically the same. Both of
them consist of subject and predicate. Both of them
satisfy required grammatical rules for a standard
sentence. But the identifiable problem is about the
meaning of the second sentence. Whereas the first
sentence makes a clear conventional sense in terms
of meaning, the second, in this sense, does not. Why
the first sentence makes a sense is that there are
corresponding environmental evidences which the
statement refers to. The point made in this example
is that syntactical equivalence does not guarantee
semantical equivalence. For Searle, it is impossible
to generate semantical content from mere abstract
computational process. This is because “There
isn’t any such thing as understanding in addition
to symbol manipulation, there is just the symbol
manipulation.” (Searle, 2008: 69). This is the reason
for the conclusion that computational process
lacks this semantical content. Whereas once there
is a good semantic mastery of symbols and codes,
syntactic questions get automatically settled. For
instance, it is impossible to know the meaning of
the terms “elephant” and “rat” and then maintain
a syntactic arrangement; ‘“The rat swallows the
elephant.” Except it is being used idiomatically, the
syntax betrays the semantics.

In syntactical structure, environmental facts do
not have any influence and therefore, meaning is
not involved. For instance, the logical validity of (P
—Q) does not necessarily involve the meaning of
either P or Q. In other words, whatever P or Q means
has no influence in the validity of the judgment of
the rule. This is underlined by Newell and Simon in
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“Logic, and by implication all of mathematics, was
a game played with meaningless tokens according to
certain purely syntactic rules.” (Newell and Simon,
1990: 112). Whereas the understanding of the
mental concepts carries with it the meaning of the
terms used. Therefore, machine states which relies
on mere syntactical structure are not sufficient as an
account of mental states.

Searle claimed that computational hypothesis
muddled up the difference between syntax and
semantics. The hypothesis presumes that syntax
is sufficient for semantics, that is, “The symbol
manipulation is all there is to understanding.”(Searle,
2008: 70). But, what produces semantics is more
than mere abstract code, and symbol manipulation.
Here is the correlation; whereas the process of
symbol manipulation could be abstractly described
independent of the implementing physical system,
this is not true of semantics. The nature of mental
states combines both the syntactical and semantical
underpinnings. Every meaning is attached to point
of view. Every point of view is attached to a set
of environmental facts. The point of view must
belong to some agents. For instance, if I say “x is
white”, I won’t be making any sense until some
physical or empirical facts come into play in the
description. In addition such as understanding
requires a peculiar organic system. However, as
Searle argues, computational hypothesis faces a
difficulty because it abstracts syntax away from the
physical nature of the implementing organism. It is
argued that semantics, which deals with the meaning
of sentences of propositional beliefs, is caused by
neurobiological processes in the brain. Therefore,
“Any causal power the machine might have to cause
consciousness and intentionality would have to be a
consequence of the physical nature of the machine.”
(Searle, 2008: 70). But, machine states hypothesis
denies this.

Searle, however, further identifies that at some
levels of description processes in the brain are
syntactical. This is because, essentially, sentences
and symbols are also variously and differently
arranged in the brain. For Searle, “there are so to
speak, “sentences in the head.”” (Searle, 1993:
836). What this means is that there is the structural
arrangement of sentences in the brain. For instance,
the sentence “I will go there tomorrow” has a peculiar
syntactical arrangement which together with some
other factors determines its meaning. “I go will
tomorrow there” will not provide a good syntactical
arrangement. Hence, it will distort its meaning.
To the question; how are sentences come to be so
arranged, could simply be traced to a conventional

exercise which is committed to be done in the head,
again, influenced by relevant environmental factors.
But, this structural arrangement is combined with
the awareness of the meaning of the sentences.
Scholars such as Ned Block realized that thought
process is done through a combination of syntax
and semantics. For him, “When it finds a match, it
sends a signal to a third component, whose job it
is to retrieve the syntactic and semantic information
stored in the dictionary”, (Block, 1993: 819). For
instance, “it rained, therefore, the ground is wet”
combines the two notions viz; syntax and semantics.
The difference between “(P —Q)” and “if it rains,
then the ground is wet” is in the meaning of the terms
involved in the second proposition combined with
its syntax. (P —Q) may be variously interpreted,
but “if it rains, then the ground is wet” maintains a
particular and definite interpretation and meaning.
Again, consider the following notations. Abstractly,
if “F = G” and “G = H”, then “F = H”, where the
notation = is used to represent identity, sameness
or equivalence, without the need to understand
what the symbols represent or their meanings. Of
course, the validity of the inference still follows if
the symbols are represented by any statement. That
is an example of a syntactic arrangement devoid of
its semantic content.

Furthermore, thought is possible because
these sentences consist of words whose meaning
is clear to the thinker or speaker. In a situation
where the meaning of words is not clear, thinking
is impossible. Whereas syntax only deals with
the taxonomy principles (classification) of these
sentences, this is not sufficient to account for the
nature of mental states. Note that I would have
communicated nothing, if instead of saying “if you
read very well, then you will pass your next exam”,
I only exclaim “if P then Q” which may preserve
various interpretations, including my own. However,
machine state hypothesis is limited to structuring
and arranging codes, symbols and sentences in some
specified way to produce an outcome. This cannot
produce mental states. The nature of mental states
includes having the knowledge of the meaning of
sentences, codes and symbols. Therefore, this, in
essence, shall involve being able to define terms
and concepts in in relation to environmental fact in
order to define the meaning of a particular concept
or term.

This discussion therefore centres on two germane
questions; the first is the question concerning how
the brain works in structuring these sentences. The
second is how these sentences in the head get their
meanings. The first question has to do with syntax
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while the second question deals with semantics.
For syntax to guarantee semantics, “it has to have
a meaning or semantic content attached to the
symbols.” (Searle, 2008: 60). This is because, syntax
or computation or symbol manipulation in itselfis not
constitutive of, nor sufficient for, thinking because
it is defined entirely syntactically and thinking
has to have something more than just symbols.
But computational description is only constitutive
of mere symbol manipulation which is devoid of
semantic attachment. What goes on in the mental
states are more than mere symbol manipulation.
When I express a sentence such as “this idea come
from my brain,” there is something which I know
that I express. Beyond that, there appears to be the
feeling of awareness of my expression. Thus, there
is something that machine states hypothesis lacks
which makes it unable to account for the nature
of mental states. These set of points leads to the
conclusion that machine hypothesis fails to assume
that the nature of the mental states is synonymous
with the nature of machine states. As we proceed
to Boden’s reaction, it is important to observe a
heavy dependence on human singular point of view
and judgment in Searle’s objection. But, there,
obviously, is a question about the authenticity of
human singular point of view in assessing nature.
We may need to pass this over for now.

Boden’s Argument against Searle — in -the —
Room Experiment

Margaret Boden argues to show that there is
nothing in the nature of mental states that machine
states hypothesis does not and cannot account for.
For her, Searle’s hypothesis fails to support the
point that syntax cannot account for semantics,
(Boden, 1990). For instance, there is a measure of
cognitive understanding of language by Searle-
in-the-room. Meaning that the man in the room
certainly understands the rules which were written
in English. He was able to arrange the Chinese
symbols by his understanding of the instruction
written in English language. This means that right
in that room, meaning is defined and something is
understood. This further means that even though
computer may not have a cognitive understanding of
external symbols and stimulation, it has a cognitive
understanding of its own program language through
which it manipulates other symbols. This shall
make a position that computers also possess an
understanding of the semantics of its own language.
The reason is that, the instruction table defines
the meaning of concepts and or symbols used in
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statement of belief. But, does and can computer
possess independent awareness outside of the way it
is programmed? Boden seems to be silent about this.

Boden argues that natural language behaves like
un-interpreted symbols and codes. It is the already
in-built capacity (program) which enables the
possibility of what is called conventional definition
and cognitive understanding. These codes and
symbols do not have their independent meanings
outside conventional definition. For instance, “two
plus two equals four” has no independent meaning
outside its conventionally stipulated definition,
hence are abstract codes and symbols. This point
is reinforced by Huttenlocher, (Huttenlocher,
1973:174). For him, simply because mental states
are like automaton states in this regard, the illustrated
method for defining automaton states is supposed
to work for mental states as well. In other words,
the mind and machine only manipulate coded and
un-interpreted symbols. Whatever method works
for one is expected to work for the other. This is
because mental state and machine state run the
same functional organization as specified by an
appropriate psychological theory or machine table.

However, what becomes clear in the above
is that Searle in the Chinese room experiment
obviously assumes that meaning of concepts and
terms used in belief fixation is determined. All that
is been shown by Boden’s argument is that Searle
in the room experiment is inadequate to show that
a computational hypothesis is unable to sufficiently
account for the nature of the mind. It follows that
computational hypothesis is still a plausible account
of the mind. From Boden objections, Chinese
room hypothesis may not be adequate to show that
machine states are different from mental states
unless it is able to show that language codes and
symbols have their inherent semantics apart from
the conventional labels.

Questioning the Implied Autonomy of
Machine State

Running through this popular debate, however,
there is an implied assumption that machine state
is a sufficient phenomenon to be used to study the
nature of mental state. To say the least, it is assumed
that machine state is different from mental state.
But does this difference imply autonomy? In this
debate, the autonomy of machine states is inherently
and apparently implied. This section intends to
questions such as; Is machine state autonomous
from mental states? In the strict sense, is machine
state sufficient for the study of the nature of mental
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state? To address these questions, we shall assume a
premise based on the existing facts;

(1) There is yet no self-created/programmed
machine, (Oyelakin, 2019: 140).

However, there have been recent technological
advancement leading to self-improving computers.
Note that self-improving, (Barrat, 2013: 7, 99, 176),
is not the same as self-creating/programming as
the case may be. If this premise is granted then it
follows that digital/ computational machines are not
self -created. If they are not self-created, then they
must be a product or creation of some ingenuity.
The existing facts attest to the point that the digital
machines are products or creations of human
cognitive capacity. Human cognitive capacity is
a property of human mental states. It may then be
safely affirmed that human mental states created or
programmed machine states. That is; machine state
is a creation of human mental state. Now we have
another premise.

(2) Machine state is created or designed by
human mental state.

Now, then next is to understand what it may mean
to say that one entity is autonomous from the other.
What does it mean to say that one object or entity
is autonomous from the other? Merrian-Webster’s
Online Dictionary defines autonomy in terms of
self- existence, self-containment, or independent
from external control. Following from this, an object
or entity is autonomous just in case it is an atomic
entity capable of being self-existent, self-contained,
or self-determination, existing independent/ without
external control. The question is whether machine
state and mental state enjoy such autonomy from
each other. From the first and second premises, it is
evident that while mental state is capable of being
autonomous from machine state, the latter is not yet
capable of being autonomous from the former. From
the following analysis, I maintain that only through
the nature of an autonomous object or entity could
the nature of another autonomous object or entity
be studied. Otherwise, what sense would there be to
suppose that the state of ford automobile engine is
used to study the state of the mind of Henry Ford?
Could there be the state of the engine without the
state of the mind of Henry Ford?

For instance, the following are examples of
autonomous entities; Man, and Shark, Whale,
and Oak tree, Bat, and Bird, Whale, and Shark,
Oxygen, and Hydrogen. The list appears endless.
Each of these is autonomous from the other. Now,
an attempt to use the nature of the mental states of
Whale to study the nature of the mental states of Bat
may make a good sense, howsoever that enquiry is

to proceed. Same for each of the autonomous pair
listed. This is because, nothing in the nature of each
is in any way connected to the other. Then,

(3) Only the nature of an autonomous entity
could sufficiently be used to study the nature of
another autonomous entity.

It must be clearly stated here that this is only the
sense in which the nature of a particular entity may
be used to study the nature of another autonomous
entity. Once there is any form of connection between
two entities which affects their autonomy, then it
becomes superfluous to attempt to use the nature
of one of them to study the other. For instance, it
is superfluous to attempt to use the nature of the
(mechanical) state of a wrist watch to study the
mental state of the watch maker. It apparently
amounts to studying the nature of the mental states
of the watch maker. The watch is a creation of the
watch maker and is not autonomous from it.

Now, let us tie the arguments together. Premise
1 is strongly assumed. Premise 2, by the existing
fact, subsists on premise 1. Premise 3 subsists upon
the assumed autonomy between the machine state
and the mental state. From premises 1, 2 and 3, we
can deduce the claim that it is not the case, given
the understanding of autonomy, that the nature of
machine state is autonomous from the nature of
mental state. Therefore, from (3) it is inadequate to
attempt to use the nature of machine state to study
the nature of mental state. The fore-going analysis,
again, may lead to another debatable point. It may
prove that it is improbable that Nature allows the
exercise of using the nature of an entity A to study
the nature of another autonomous entity B, though
human indulges himself in this. For instance, how
much of the nature of the mental state of Bat has man
actually understood? Nagel’s (1979) question “What
is it like to be a bat?” is germane here. Anyway, we
have understood that which our nature only permits
us to understand and nothing more. But, are what
we understand all there is to be understood in the
nature of the animal? Besides, are bats also studying
the nature human beings? The intuitive response to
the second question is a “No”, based on the human
perceived position of self. But, I presume that the
correct answer to both questions, in this case, should
be “We don’t know.”

However, it may be objected that computational
functionalism, at its radical form, actually identifies
an identity between a machine state and mental state.
Therefore, the claim of superfluity only addresses
the position of the moderate sense. The radical
position seems to establish an equivalence between
machine state and mental state. This, again, is a very

19



Questioning the Implied Autonomy of Machine State in Putnam’s Computational Hypothesis of the Mind

questionable position though it requires carefulness
to address it. It raises a question whether the nature
of machine state exhausts all there is to be the nature
of mental state. As it has been asserted by some
scholars, human mental nature is so complex to the
extent that man himself has not fully understood
what it is, (Churchland, 1993: 745). First, due to
this complexity of mental state, there are evidences
to support the claim that computational property is
just a component of the mental state. Computational
nature does not exhaust the nature of mental state.
(1) Human advancement in science and technology
underlines this point. There have been and will
still be new discoveries and inventions even in
the digital computer world which have nullified
and could nullify some of the present assumptions
respectively, which actually could have been
impossible should machine state exhausts mental
state. (2) In programming computers, there are
some non-computational/digital capacities required.
For example, there is the evaluative capacity which
is largely required and demonstrated by man and
this has not been sufficiently built into the machine
state. There is wide gap of difference between “true
or false” and “right or wrong.” Machine is a strict
rule following automaton even in the true/false
identification. (3) Human advancement in non-
computational aspects also strengthens the point.
There are inventions in every aspect of existence
ranging from medicine, arts/humanities, technology,
mechanics, abstract and social theory constructions,
and so on, yet to be made, which when made may lead
to upgrading the current nature of the machine states.
While machine state may be upgraded, mental states
is just discovering or revealing itself. No scientist
has been able to upgrade human cognitive system.
Plato’s “knowledge as recollection” lends credence
to this claim. So, to claim that human nature is only
computational is, apparently, to screw it.

Second, equating machine state with mental
state implies that the limits, weaknesses and
deficiencies of machine state is ipso facto true
of mental state. But, is this true? The point is that
the limits, weaknesses or deficiencies of computer
machine is not the limits, weaknesses or deficiencies
of human mental states. This is strengthened by
the fact that the weaknesses and or deficiencies of
computer machine still depends upon human mental
capacity for correction. It is still impossible for
computer machine, by whatever means, to rectify
the deficiencies of human mental state, though
bioethicists are making some recent, but debatable
assumptions. For instance, how can machine state
handle the popular objection, on the possibility of
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pretense, against behaviourism? From instance, if
I address a colleague with the following statement
and mean it; “I want to tell you that I hate you” but
while smiling, how is the machine state to handle the
weakness? It is only man that can device a means of
programming computer to handle that. Computer
cannot perform what it is not programmed to
perform. Man still retains the power to willfully shut
any malfunctioning or erring machine state down,
whereas it hasn’t got to the point when machine
can willfully shut human mind down except as it
is programmed by man. Well, it may be objected
that the fact that this has not occurred does not mean
that this may not be the case in the nearest future.
Again, this may be possible when machine state
can duplicate mental state instead of the present
simulation.

The third is the absurdity which is implied in the
assumption. Doesn’t it appear absurd to attempt to
use the nature of human mental state to study the
nature of the entire cosmos? Human mental state is
just a token component of the cosmos. Apart from
the property of being human, there are countless
other properties constituting the cosmos, even those
that may never be known or understood by man.
Besides, wouldn’t amount to using the nature of
man to study itself? It is then absurd to argue that
the nature of human mental state is the same as,
all there is to the nature of the cosmos and that an
understanding of one implies an understanding of
the other. How impoverished would such a thought
be? The same goes for saying that the nature of
mental state exhausts the nature of God, for those
who believe in God. In view of Royce, (Royce,
1968), man is just a component of the Absolute.
The same absurdity goes into the attempt of using
the nature of machine state to study and understand
the nature of mental state of its creator. On a lighter
mood, should the computer be conscious, it would
have declined such a fruitless venture. The point
which is made is that the claim that machine state is
equivalent to mental state is rather too exclusive. It
forcefully defines human mental state by and restrict
it to just its component part. Whereas, on the list of
what the nature of mental state is, the property of
computation is just an item.

Conclusion

The paper identified that the bone of contention
between Putnam and Searle is whether machine state is
sufficient to study the nature of mental state. The main
finding of this paper is that; (1) to be qualified for such
study, machine states must be autonomous. (2) Searle’s
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intriguing challenge against Putnam’s computational
hypothesis, through the Chinese room experiment, is
based upon an assumed autonomy of the machine state
from mental state. The paper found out that machine
state does not possess such autonomy and then may not
be sufficient for the study of the nature of mental state.

Moreover, the paper further identified and
objected to the extreme position of computational

functionalism. The paper presented arguments
showing the impossibility as well as the absurdity
contained in the beliefthat machine state is equivalent
to mental state. It therefore concluded that the view
that intends to use the nature of machine state to
study the nature of mental is superfluous and the
view that equates machine state with mental state
is trivial.
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